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ABSTRACT

Overdetermined, dual-Doppler wind syntheses are used to document the evolution, structure, and dy-
namics of vertical vorticity extrema observed in a convective boundary layer during the 12 June 2002
International H,O Project (IHOP) mission. Discrete vertical vorticity extrema having horizontal scales of
1-2 km can be observed continuously for periods exceeding an hour. The evolution of the vorticity field is
characterized by complex interactions among vorticity extrema and between the vertical vorticity and
vertical velocity fields. The most prominent vorticity maxima have amplitudes of approximately 0.01 s~ ' and
are associated with retrieved pressure deficits of order 0.1 mb. The vorticity extrema weaken with height
and tilt in the presence of vertical wind shear. Advection and propagation both contribute substantially to
the motion of the vorticity extrema.

Amplifications of vertical vorticity are closely linked to the intensification of updrafts. Both stretching
and tilting can contribute significantly to the vorticity budgets of the air parcels comprising the vorticity
extrema, and their relative importance varies with elevation, evolutionary stage, and from one vorticity
extremum to another. It is therefore difficult to generalize about the dynamics of the vorticity extrema. It
also is difficult to generalize about the helicity of the vorticity maxima and suppression of mixing for similar
reasons. The weakening of vertical vorticity extrema is closely tied to the weakening of updrafts. In some
cases, downward-directed vertical pressure gradient forces due to vertical gradients of rotation bring about
updraft weakening and vorticity demise. An improved understanding of the nature of boundary layer
vortices could have large relevance to convection initiation owing to feedbacks between vertical velocity
and vorticity.

1. Introduction and motivation sociated with cloud development (e.g., Atkins et al.
1995, 1998). These latter observations have led some to
hypothesize that boundary layer vortices are an impor-
tant aspect of convection initiation (e.g., Kingsmill
1995; Lee and Finley 2000).

Theoretical studies have investigated the formation
of vertical vortices within corridors of horizontal wind
shear that arise from the instability of shear flows and
vortex sheets (e.g., Miles and Howard 1964; Kundu
1990, 391-395). Such processes have been hypothesized
to be responsible for the development of boundary
layer vertical vortices in some observational studies
(e.g., Mueller and Carbone 1987; Kingsmill 1995; Rob-
erts and Wilson 1995). In other cases, vorticity stretch-
ing (e.g., Wilson et al. 1992) and tilting of horizontal
vorticity (e.g., Atkins et al. 1995) have been observed to

) ) be the dominant contributors to vertical vorticity am-
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The ubiquity of vortices in convective boundary lay-
ers is apparent in many observations and simulations
(e.g., Carroll and Ryan 1970; Maxworthy 1973; Cortese
and Balachandar 1993; MacPherson and Betts 1997,
Schneider and Lilly 1999; Kanak et al. 2000). For ex-
ample, dust devils are common on sunny days, at least
when land surface characteristics allow such vortices to
be manifest visually (e.g., Kaimal and Businger 1970;
Hess and Spillane 1990; Snow and McClelland 1990).
Radar observations of the boundary layer also com-
monly reveal vortices, probably having a spatial scale
larger than dust devils (e.g., Wilson et al. 1992). Some
boundary layer vortices have been observed to be as-
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local vertical vortices tended to arise within vertical
velocity maxima. In their simulations, as well as in ide-
alized, inviscid simulations of isolated buoyant ele-
ments by Shapiro and Kanak (2002), no mean wind was
prescribed. Kanak et al. (2000) conjectured and Shapiro
and Kanak (2002) deduced that horizontal vorticity ini-
tially was generated by the density gradients associated
with the thermals, and this horizontal vorticity subse-
quently was tilted by horizontal gradients of vertical
velocity to yield vertical vorticity.

The dynamics, origin, and evolution of boundary
layer vortices could have large relevance to convection
initiation owing to the feedbacks between vertical ve-
locity and vorticity. These feedbacks have been studied
fairly extensively in theoretical and numerical modeling
studies of deep, moist convection (Klemp 1987), but the
possibility of similar interactions in boundary layer up-
drafts, and their ramifications for convection initiation,
remain largely unexplored. Prior observational studies
of boundary layer vortices often have been limited by
their spatial and temporal resolution, which is consid-
erably coarser than what has been available in large-
eddy simulations.! It is this fact that motivates the
present paper.

The purpose of this paper is to use high-resolution
[90 s in time, O(1 km) in space], three-dimensional
wind syntheses derived from Doppler radar data to
document the finescale structure and evolution of
boundary layer vertical vorticity extrema, in addition to
the dynamical processes playing a role in the amplifi-
cation and demise of the vorticity extrema. The radar
data were obtained on 12 June 2002 in northwestern
Oklahoma during the International H,O Project
(IHOP; Weckwerth et al. 2004). A more descriptive
overview of the dataset and analysis techniques is pro-
vided in section 2. The major observations are pre-
sented in sections 3-5. Section 6 contains conclusions
and some final remarks.

2. Overview and methods

During the afternoon of 12 June 2002, four mobile
radars were dispatched to northwestern Oklahoma in
anticipation of convection initiation in the proximity of
the intersection of an outflow boundary and a dryline
(Fig. 1). Shallow cumulus clouds were observed within
the data analysis region for the first 90 min of the de-
ployment. Some towering cumulus clouds developed

! Vortices are difficult to define mathematically. Popular defi-
nitions often require closed streamlines or local vorticity anoma-
lies, but even these definitions have significant limitations (Lugt
1979). We attempt to avoid these issues entirely by restricting our
terminology to vorticity extrema, maxima, and minima hereafter.
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Fi1G. 1. Surface observations and visible satellite imagery at 2103
UTC 12 Jun 2002 in the region surrounding the radar analysis
domain. The box near the center of the image outlines the mobile
radar analysis region, and the four radar truck icons within this
region indicate the positions of the mobile radars. Temperature
(°C), dewpoint temperature (°C), wind speed (half barb—2.5
m s~ '; full barb—5 ms™?), and wind direction are plotted in the
station models. Station models having a filled square at the base
of the wind barb are observations obtained from mobile meso-
nets. The bold dash—dot line indicates an outflow boundary, the
bold line with filled barbs indicate a cold front, and the bold line
with unfilled scallops indicates a dryline.

along the outflow boundary during the 2100-2130 UTC
time period, and at the same time, along the dryline to
the east, cumulonimbus clouds were initiated. A more
complete synoptic and mesoscale summary of this case
is provided by Markowski et al. (2006).

Radar data were collected continuously from 1936 to
2130 UTC. Three of the mobile radars [two Doppler
On Wheels (DOWs) radars and an X-band dual-
polarimetric radar (XPOL)] were similar to those de-
scribed by Wurman et al. (1997). The wavelength, sta-
tionary half-power beamwidth, and Nyquist velocity
were 3 cm, 0.93°, and 16.0 m's ™!, respectively. Volumes
were completed every 90 s, during which time 16 eleva-
tion angles were scanned from 0.5° to 14.5°. The azi-
muth interval between each ray was 0.7°. Within the
analysis region, the data spacing (note the oversam-
pling implied by the sampling intervals in azimuth and
elevation angle) was approximately 70-250 m in the
horizontal and 50-300 m in the vertical. The fourth
mobile radar [Shared Mobile Atmospheric Research
and Teaching (SMART) Radar] has been described by
Biggerstaff and Guynes (2000). The wavelength, sta-
tionary half-power beamwidth, and Nyquist velocity
were 5 cm, 1.5°, and 14.6 ms™ !, respectively. Volumes
were completed every 180 s, during which time 15 el-
evation angles were scanned from 0.5° to 25.2°. The
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F1G. 2. Horizontal cross sections of vertical velocity, ¢, at 0.1 km above ground level (shaded,
see scale at bottom) and vertical velocity, w, at 1.0 km (contoured at 1 m s~ " intervals, negative
contours are dashed, and the 0 ms™! contour has been suppressed) at 6-min intervals from
2012 to 2042 UTC. Horizontal wind vectors also appear on each panel (the tail of each vector
is located at every 10th grid point). The position of the outflow boundary is subjectively
analyzed with the dash—dot line. The vorticity maxima discussed in the text are labeled in each
panel. The boundaries of the zoomed images displayed in Figs. 11-14 are indicated in the 2012
and 2030 UTC panels. The “D” in the northeastern part of the 2036 UTC panel indicates the
approximate location of a long-lived, intense dust devil observed visually.
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FiG. 3. As in Fig. 2, but for the period 20482118 UTC. The boundaries of the zoomed images

displayed in Figs. 17 and 18 are indicated in the 2100 and 2112 UTC panels.
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azimuth interval between each ray was 1.0°. Within the
analysis region, the data spacing was approximately 70—
350 m in the horizontal and 50-400 m in the vertical.

Radial velocity errors caused by low signal-to-noise
ratio, second-trip echoes, sidelobes, ground clutter, and
velocity aliasing were removed prior to interpolating
the data to a Cartesian grid. The azimuth orientations
of the radars were corrected by comparing ground clut-
ter patterns to the known positions of landmarks visible
in the clutter patterns. The orientations of two of the
radars (DOW2 and XPOL) were confirmed by solar
alignment scans (Arnott et al. 2003).

The grid used for the analyses presented herein is 20
X 20 X 2 km? (Fig. 1) and has a horizontal and vertical
grid spacing of 100 m. Interpolation of the radial veloc-
ity data to the grid was accomplished with a Barnes
objective analysis (Barnes 1964; Koch et al. 1983) using
an isotropic, spherical weight function and smoothing
parameter, k, of 0.36 km? This choice of smoothing
parameter yields a 25% theoretical response for fea-
tures having a wavelength of 1.6 km, which is approxi-
mately 4 times the coarsest data spacing at a range of 25
km from the radars (approximately the coarsest data
spacing in the dual-Doppler analysis region). This rela-
tively conservative choice for k follows the recommen-
dations of Trapp and Doswell (2000). For computa-
tional reasons, data beyond a “cutoff” radius of 1.25 km
from each grid point were not considered in the calcu-
lation of the weights, even though the theoretical con-
tribution to the weight function remains nonzero and
positive, albeit very small, for distances between a da-
tum and grid point approaching infinity.

Matejka’s (2002) technique was used for determining
the optimal reference frame motion, which was used to
remove the effects of advection from the objectively
analyzed radial velocity grids. The wind syntheses were
insensitive to the choice of reference frame motion, at
least within a reasonable range of motions, due to the
relatively fast scanning and small wind speeds. The de-
tails of this sensitivity analysis appear in Markowski et
al. (2006).

The three-dimensional wind field was synthesized us-
ing the overdetermined dual-Doppler approach (e.g.,
Kessinger et al. 1987) and the anelastic mass continuity
equation (integrated upward), rather than a direct
triple- or quadruple-Doppler solution. The time reso-
lution of the analyses is 90 s, which equals the time
required for the two DOWs and XPOL to complete
volumes. Thus, the three-dimensional wind syntheses
alternate between a three-radar and four-radar solu-
tion, since the fourth (SMART) radar completed vol-
umes only every 180 s. Dynamic retrievals of the pres-
sure perturbation field also were performed, following
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F1G. 4. (top) The 0.0-1.5-km mean wind vectors at 2030 UTC.
The mean wind speed is indicated with shading. The position of
the outflow boundary is indicated with the dash—dot line. (bot-
tom) The 0.0-1.5-km mean wind shear vectors at 2030 UTC. The
magnitude of the mean wind shear is indicated with shading. The
position of the outflow boundary is indicated with the dash—dot line.

the technique outlined by Gal-Chen (1978). Vertical
perturbation pressure gradients were obtained using
the methodology proposed by Roux (1985). Additional
details regarding the objective analysis approach, wind
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FIG. 5. The evolution of the 5 X 1072 s™! vertical vorticity isosurface (gray) associated with the intensification of vorticity maximum
number 5 between 2009:00 and 2013:30 UTC. The view is from the west-southwest. Black arrows represent the horizontal wind vectors
at 100 m and a few ribbons have been drawn in order to illustrate the air motions during this period.

synthesis techniques, pressure retrieval, and error
analysis are presented by Markowski et al. (2006).

3. Evolution of the vertical vorticity field

Although the wind syntheses span the 1936-2130
UTC period, the proceeding analysis and discussion fo-
cuses on the 2012-2118 UTC time period. Figures 2 and
3 depict the vertical vorticity and vertical velocity fields
at 6-min intervals (i.e., every fourth wind synthesis is
displayed) from 2012 to 2118 UTC. Vertical vorticity
maxima are observed both along the outflow boundary
(e.g., the vorticity maxima identified with numbers “3”
and “6” in Figs. 2 and 3) and away from the outflow
boundary, both on its warm as well as its cool side (e.g.,
the vorticity maxima identified with numbers “2” and
“5” in Figs. 2 and 3). Other vorticity maxima evolve
from positions away from the outflow boundary to po-
sitions along the outflow boundary (e.g., those identi-
fied with numbers “1” and “4” in Fig. 2 between 2012
and 2030 UTC).

A few long-lived (>1 min) dust devils were witnessed
by the radar operators, but it is not known what dy-
namical relationship, if any, these had to the vorticity
maxima observed in the radar-derived wind syntheses.
The location of one such dust devil is indicated in Fig.
2 at 2036 UTC. It is perhaps worth noting that the dust
devil was located within a relative maximum in the ra-
dar-resolved vertical vorticity field.

The motions of the vorticity extrema are generally
similar to the ambient, vertically averaged wind veloc-
ity in the vicinity of the vorticity extrema (Fig. 4a).
Many extrema also are observed to propagate laterally

with respect to the ambient wind direction for brief
periods of time, although there is no systematic prefer-
ence for cyclonic (anticyclonic) vorticity extrema to
propagate to the right (left) of the mean shear vector
(Fig. 4b) as Maxworthy (1973) observed in the case of
dust devils.

What is perhaps most remarkable about Figs. 2 and 3
is the time continuity of the vorticity field.> Vorticity
extrema (e.g., those numbered 1-6 in Figs. 2 and 3) can
be tracked continuously for the entire radar deploy-
ment. The vorticity extrema weaken and strengthen in
time and occasionally merge with one another, but the
extrema generally fail to dissipate entirely or become
unidentifiable in the wind syntheses. In other words, the
very definition of the genesis and dissipation of a vortic-
ity extremum is ambiguous. It will be shown in section 5
that the vertical vorticity of individual air parcels en-
tering a vorticity extremum can be traced backward in
time to values approaching zero, but this does not con-
tradict the finding that a “genesis time” and “end time”
could not be defined for the vorticity extrema.

Close inspection of the vertical vorticity fields also
reveals many complex interactions among vertical vor-
ticity maxima and between the vertical vorticity and
vertical velocity fields. For example, the weaker vortic-
ity extrema occasionally are observed orbiting stronger
vorticity extrema, the so-called Fujiwhara effect (Fuji-
whara 1931). An example of this evolution is observed
in proximity to vorticity maximum number 5 during the

2 This behavior is even more apparent in electronic animations
available from the corresponding author.
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2012-2042 UTC period (Fig. 2). In this same region,
notice how the vertical velocity field also is rearranged
by the interactions between vorticity extrema. Blue-
stein et al. (2004) have observed similar interactions
between dust devils.

During periods in which vertical vorticity amplifies,
amplification first occurs near the ground and then
builds upward in time (Fig. 5). Rapid amplification is
preceded by updrafts; that is, vorticity amplification is a
by-product of updrafts, as evidenced by the sequence of
trajectories and vorticity isosurfaces in Fig. 5 (this is just
one of several examples). The amplification of low-
level vertical vorticity often leads to a weakening of
updrafts—and occasionally induces downdrafts—in a
manner reminiscent of the process attributed to occlu-
sion downdraft formation in supercell thunderstorms
(Klemp and Rotunno 1983). Examples of this evolution
include vorticity maximum number 3 at 2100 UTC
(Fig. 3) and vorticity maximum number 4 at 2118 UTC
(Fig. 3).

The dynamical processes associated with the ampli-
fication phases of vorticity extrema, in addition to the
processes associated with their demise, are investigated
in much greater depth in section 5. It is perhaps hum-
bling to see such nonlinear interactions between vortic-
ity extrema and feedbacks to the vertical velocity field
when attempting to make progress toward better un-
derstanding convection initiation, which was one moti-
vation for IHOP and the collection of these data.

4. Characteristics of the vertical vorticity extrema

The most prominent vertical vorticity maxima, which
tend to be located along the outflow boundary and
within the warm sector south of the boundary, attain
values of 1072 s~ ! (Figs. 2 and 3). The most prominent
minima attain values of —6 X 107> s~'. These ampli-
tudes are less than those in the large-eddy simulations
conducted by Kanak et al. (2000), but vorticity values
are highly resolution dependent. The grid spacing in the
radar analysis domain is approximately 3 times the
horizontal grid spacing in the Kanak et al. simulations.
The angular momenta associated with the strongest
vorticity maxima, estimated by averaging the vertical
vorticity within the area coinciding with a vorticity ex-
tremum (typically a circle with a radius of 0.5-1.0 km),
range from 800 to 1300 m?s~ ', which is slightly larger
than estimated by Kanak et al. in their simulations.

The magnitudes of the vorticity extrema generally
decrease with height from their largest values near the
surface (Fig. 6), although all of the significant vorticity
extrema span the depth of the boundary layer, which is
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2100 UTC

FiG. 6. The 5 x 1072 s~ vertical vorticity isosurfaces (gray)
viewed from the southwest at 2100 UTC. Black arrows represent
the horizontal wind vectors at 100 m. The vorticity maxima la-
beled 1-6 in Figs. 2 and 3 also are indicated.

approximately 2 km deep. The vertical vorticity ex-
trema north of the outflow boundary also have some
tendency to be tilted away from the vertical toward the
cool side of the outflow boundary (Fig. 6), owing to the
enhanced southerly vertical wind shear north of the
boundary (Fig. 4b). The vertical vorticity extrema in the

2112 UTC
0.1 km AGL

G

— - — =) e / 7-
2N 2 ~'.\|/"

4 km

-6 -4-2 0 2 4 6 810
x 1073 s

FIG. 7. Horizontal cross section of vertical vorticity, ¢, at 0.1 km
(shaded, see scale at bottom) and perturbation pressure, p’, at 0.1
km (contoured at 0.03-mb intervals, negative contours are
dashed). Pressure perturbations are with respect to the mean pres-
sure at 0.1 km within the analysis domain.
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Fi1G. 8. Horizontal cross sections of (left) helicity (v - w) (gray shades) and (right) relative helicity (v - w/|v||w|)
(gray shades) at 0.1 and 1.5 km at 2112 UTC. Vertical vorticity contours are overlaid (2.5 X 1072 s~ ! intervals;
negative contours are dashed and the zero contour is suppressed). (top left) The diamond-shaped region indicates
the locations of the cross sections shown in Fig. 9. The vorticity maxima labeled 1-6 in Fig. 3 also are indicated.

warm sector south of the outflow boundary tend to be
more upright as a consequence of the weaker vertical
wind shear present there.

Retrieved pressure minima are collocated with sig-
nificant vorticity extrema (Fig. 7), presumably a dy-
namical consequence of the rotation. The amplitudes of
these minima are small, with pressure deficits rarely
exceeding 0.15 mb compared to the pressure in close
proximity to the vorticity extrema. It should be noted
that the retrieved pressure field tends to be smoother

than the vertical vorticity field;? therefore, it would not
be surprising if the actual pressure fluctuations are con-
siderably larger than those retrieved.

No systematic relationship between the vertical ve-
locity and vertical vorticity fields is evident (the do-

3 The forcing for the pressure field was smoothed prior to solv-
ing the elliptic pressure equation in order to obtain a better fit of
the pressure field to the wind observations (Gal-Chen and Kropfli
1984).
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F1G. 9. Vertical cross sections through the center of vorticity
maximum number 4. The horizontal cross section is at 0.1 km and
encompasses the region outlined with the diamond in Fig. 8.
North is at the top of the figure. The vertical vorticity field is
shaded as in Fig. 7 (see legend). The horizontal wind vectors at 0.1
km also are plotted on the horizontal cross section. Vortex lines
(solid) and streamlines (dashed) in the plane of the vertical cross
sections are overlaid on the vertical cross sections.

main-wide linear correlation is <0.2 at all analysis
times), nor can a meaningful wavelength between vor-
ticity maxima be defined (e.g., Kingsmill 1995; Richard-
son et al. 2003), owing to the highly irregular spatial
distribution of vorticity (e.g., Fig. 2). Some vorticity
maxima are situated beneath updraft centers, others
are located on the flanks of updrafts, and others are
located in downdrafts (Figs. 2 and 3). It also is curious
that circularly symmetric (in a horizontal plane) vortic-
ity maxima occasionally develop beneath quasi-linear
updrafts (e.g., vorticity maximum number 5 at 2012
UTC; Fig. 2).

Davies-Jones (1984) showed that the correlation be-
tween vertical velocity and vertical vorticity in an up-
draft or downdraft depends on whether the horizontal
vorticity tilted by the draft is crosswise or streamwise in
a reference frame moving with the draft. It is difficult to
apply this result to the drafts herein for at least a couple
of reasons. First, the simple relationship between cross-
wise/streamwise vorticity and the vertical velocity/
vorticity correlation applies to drafts that have a circu-
lar cross section. The correlation is considerably more
difficult to obtain when drafts deviate from circular
symmetry as observed herein. A second complication is
that the motion of the drafts is highly variable and dif-
ficult to define, even when tracking just a single draft.
The drafts constantly change shape (as viewed in hori-
zontal cross sections). Thus, determining the appropri-
ate updraft-relative reference frame would be an ardu-
ous task.

It has been hypothesized that the importance of vor-
ticity maxima in convection initiation could be related
to their helicity and corresponding suppression of mix-
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ing (e.g., Kanak et al. 2000; Pietrycha and Rasmussen
2004). If the entrainment of environmental air into an
ascending plume, which tends to reduce buoyancy and
potential buoyancy within the plume, can be reduced
owing to the stabilizing influence of rotation (Andre
and LeSieur 1977; Lilly 1986), then vorticity maxima
might be favored sites for convection initiation. There-
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F1G. 10. Horizontal cross sections of eddy viscosity at 0.1 and 1.5
km at 2112 UTC (gray shades), with vertical vorticity contours
overlaid (2.5 X 1077 s~ ! intervals; negative contours are dashed
and the zero contour is suppressed). The vorticity maxima labeled
1-6 in Fig. 3 also are indicated.
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F1G. 11. (left) Horizontal cross sections of vertical vorticity, ¢, and vertical velocity, w, at (top) 0.1 and (bottom) 1.0 km in the
proximity of vorticity maximum number 1 at 2012 UTC (refer to Fig. 2). Vertical vorticity (black) is contoured at 1 X 10~% s~ ! intervals,
with negative contours dashed. Vertical velocity (gray) is contoured at 1 ms™ ' intervals, with negative contours dashed. (center)
Horizontal cross sections of horizontal and vertical advection of vertical vorticity at (top) 0.1 and (bottom) 1.0 km. Horizontal advection
(black) is contoured at 2.5 X 10~° s~ 2 intervals, with negative contours dashed. Vertical advection (gray) also is contoured at 2.5 X 10~¢
s~ 2 intervals, with negative contours dashed. (right) Horizontal cross sections of vorticity stretching and tilting at (top) 0.1 and (bottom)
1.0 km. Stretching (black) is contoured at 2.5 X 107° s~ intervals, with negative contours dashed. Tilting (gray) also is contoured at

2.5 X 107° s~ 2 intervals, with negative contours dashed.

fore, it is perhaps worthwhile to investigate the helicity
of the synthesized wind fields.
Figure 8 displays the helicity, H,

H=v" o, (1)
and relative helicity (Lilly 1986), A,
A o
Mol

where v = (u, v, w) is the three-dimensional velocity
vector and @ = V X v = (§ m, {) is the three-
dimensional vorticity vector. The relative helicity /& can
have values from —1 to 1. When & = 1 (h = —1), the

vorticity is streamwise (antistreamwise), and when & =
0, the vorticity is crosswise. It is apparent from Figs. 8
and 9 that it is difficult to generalize about the helicity
and relative helicity of vorticity maxima. The degree to
which vortex lines coincide with streamlines varies from
one vorticity extremum to another, and it also depends
on evolutionary stage and elevation above ground. For
example, vorticity maxima numbers 5 and 6 in Fig. 8 are
associated with local maxima in relative helicity,
whereas vorticity maximum number 4 in Fig. 8 is asso-
ciated with a local minimum in relative helicity at 0.1
km and resides within a large relative helicity gradient
at 1.5 km. Some vorticity maxima are associated with
nearly zero or negative relative helicity (e.g., vorticity
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FiG. 12. As in Fig. 11, but for 2030 UTC (refer to Fig. 2).

maximum number 1 in Fig. 8). Furthermore, there are
numerous absolute and relative helicity anomalies that
exist in the absence of vertical vorticity anomalies.
Much of the variability in the helicity fields, especially
at 1.5 km, appears due to mesoscale influences rather
than dynamics associated with the boundary layer ther-
mals.

In addition to helicity, fields of eddy viscosity are
examined in Fig. 10, whereby the eddy viscosity, K,,,, is
computed using

K,, = (KAYID], 3)
where k is an empirical constant assigned to be 0.2
(Deardorff 1972), A = 100 m is the grid length, and D
is the deformation tensor (Smagorinsky 1963). The
eddy viscosity fields also do not suggest a systematic
reduction in the mixing coefficient within the cores of
vorticity maxima. The helicity and eddy viscosity fields
together indicate that it may be difficult to generalize

about the role of rotation in reducing mixing within
updrafts.

5. Amplification and decay of the vertical vorticity
extrema

As shown in section 3, vorticity extrema are observed
to persist for the duration of the data collection period.
For this reason, and also because the very definition of
a vortex is ambiguous, it is not advisable to define a
time of vortex genesis or demise. In fact, the evolution
of the vorticity field documented in Figs. 2 and 3 may
suggest that the very question of what leads to the gen-
esis of boundary layer vortices might be ill posed, ex-
cept perhaps in idealized simulations having a motion-
less initial state. Given these hurdles and uncertainties,
our analysis in this section is limited to the conditions
associated with the amplification and decay of preexist-
ing vorticity extrema. Some commentary on the nature
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Fi1G. 13. As in Fig. 11, but for vorticity maximum number 5 (refer to Fig. 2).

of preexisting vorticity extrema is provided in the next
section.

a. Vorticity amplification: Contributions to the local
vorticity tendency

Neglecting curvature terms and molecular viscosity,
the local vertical vorticity change is

o o
E—_Vh'V(f‘FC)_W&j(f‘FOV'Vh

stretching

horizontal and vertical advection

ouow  Jvaw N dp da  Idp da
dz dy 0z 0x dx dy  dy ox
tilting solenoidal generation

N aF, oF,
ax ay ),

turbulent diffusion

4)

where p is pressure, « is specific volume, f is the Co-
riolis parameter, and F, and F) represent turbulent dif-
fusion of momentum in the x and y directions. The
solenoidal term is neglected in our analysis. The term is
zero if the anelastic approximation is made, and even in
the worst case imaginable, with orthogonal isobars and
isopycnics in a horizontal plane and with horizontal
pressure and temperature gradients of 1 mb km ™! and
5 K km ™', respectively, the term is of order 2 X 107°
s~2. The horizontal pressure and temperature gradients
are about an order of magnitude smaller than the above
estimates in the case at hand (Markowski et al. 2006).
The diffusion of vorticity also is neglected in our analy-
sis. In the past, a first-order or K-theory closure based
on the Doppler-derived deformation has been applied
in order to estimate turbulent diffusion (e.g., Brandes
1984a; Hane and Ray 1985), but the effect of vorticity
diffusion on the vorticity evolution was found to be
much smaller than the other terms (e.g., stretching and
tilting; Brandes 1984a). Mixing effects may be more
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FI1G. 14. As in Fig. 11, but for vorticity maximum number 5 at 2030 UTC (refer to Fig. 2).

significant in the surface layer where airflow deforma-
tion and vertical turbulent fluxes are large, but the sur-
face layer is not well resolved by the radar observations.

An investigation of the dynamical processes associ-
ated with vorticity amplification is undertaken for vor-
ticity maxima numbers 1 and 5. Vorticity maximum
number 1 is located along the outflow boundary and
undergoes a substantial amplification between 2012 and
2030 UTC, during which time the vertical vorticity in-
creases from ~0.002 to >0.007 s~! (Figs. 11 and 12).
Vorticity maximum number 5 was located in the warm
sector south of the outflow boundary and intensifies
from ~0.005 to ~0.009 s—! during the same time period
(Figs. 13 and 14).

Both vorticity maxima intensify upward from the sur-
face (left panels of Figs. 11-14; also see Fig. 5). In both
cases, horizontal advection and stretching are the larg-
est contributors to the local vertical vorticity tendency
at 0.1 km (e.g., top-center and top-right panels of Figs.
11-14). At 1.5 km, horizontal advection dominates

(bottom center of Figs. 11-14). The magnitude of the
tilting term is large in both cases at 1.5 km, although not
necessarily near the center of the vorticity maximum
(bottom-right panels of Figs. 11-14). Once vertical vor-
ticity begins to intensify near the surface, vertical ad-
vection also can become a significant contributor to the
vorticity tendency in the middle boundary layer (bot-
tom center of Figs. 13 and 14). Also note how the ver-
tical velocity field is apparently altered by the intensi-
fication of vorticity maximum number 5 (bottom-left
panels of Figs. 13 and 14).

In summary, at the start of the intensification periods
(2012 UTGC; Figs. 11 and 13), vorticity stretching is the
largest contributor to the amplification of the vorticity
maxima (advection cannot amplify vorticity extrema,
only translate or reshape them). At the end of the pe-
riods of rapid intensification (2030 UTC; Figs. 12 and
14), when the vorticity maxima approximately reach
their greatest amplitude, stretching is the largest con-
tributor to vorticity amplification near the ground, and
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Fi1G. 15. (left) Trajectories entering vorticity maximum number 1 between 2003 and 2033 UTC. The four trajectories shown pass
through the location of the maximum vertical vorticity at 0.1 km (trajectory “A”), 0.5 km (trajectory “B”), 1.0 km (trajectory “C”), and
1.5 km (trajectory “D”). Parcel locations at 6-min intervals along each trajectory are indicated (UTC time). The view is from the south.
The arrows represent the horizontal wind vectors at 0.1 km and the gray surfaces are the 5 X 1073 s~ ! vertical vorticity isosurfaces.
(right) The integrated contributions of vorticity stretching ({yyetching) @and tilting ({iing) along trajectories A, B, C, and D, as a function
of time. Neglecting turbulent diffusion, the total vertical vorticity following a parcel can be expressed as { = {, + Lretching T ittings
where (, is the vertical vorticity of the air parcel at the start of the integration. The observed vertical vorticity along each trajectory,

{opss also is plotted for comparison against {.

tilting is the largest contributor in the middle boundary
layer (1.5 km), although mainly on the flanks of the
vorticity maxima. It is worth noting that the terms pro-
ducing the largest instantaneous vorticity tendencies do
not necessarily contribute in the same proportion to the
total integrated vorticity of the air parcels comprising
the vorticity maxima, as will be shown in section 5Sc.

b. Vorticity amplification: Contributions to the
Lagrangian vorticity tendency

To obtain perhaps a more complete understanding of
the dynamical processes contributing to the amplifica-
tion of vorticity extrema 1 and 5, the contributions to
the Lagrangian vertical vorticity tendencies are exam-
ined for a number of trajectories entering vorticity
maxima 1 and 5. By integrating the Lagrangian form of

4 “Lagrangian analysis” refers to an analysis following indi-
vidual air parcels rather than following individual vorticity ex-
trema.

(4), and neglecting the curvature, solenoidal, and tur-
bulent diffusion terms as before, the vertical vorticity of
a parcel, {(¢), can be written as

é(t)=§o—f (f+ OV v, dr

J Clowdw  guow)
* 0<az 9y oz ax>d’

=L+ gstrctching + gtilting’ (5)
where {, is the vertical vorticity of the parcel at the start
of the integration (¢ = 0) and i e(ching aNd iiiing are the
total contributions to ¢ from stretching and tilting, re-
spectively. Trajectories are computed using trilinear
spatial interpolation and a fourth-order Runge-Kutta
time integration algorithm using a time step of 10 s. The
three-dimensional wind fields are assumed to vary
linearly in time between the two Doppler analyses
closest to the current time of a point along a trajectory.
An error analysis of the trajectories is presented by
Markowski et al. (2006).
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Fi1G. 16. As in Fig. 15, but for vorticity maximum number 5. The view on the left is from the southwest.

Equation (5) is integrated along four trajectories for
vorticity maxima 1 and 5 from 2012 to 2033 UTC. The
four trajectories pass through the maximum vertical
vorticity value at 2033 UTC at 0.1, 0.5, 1.0, and 1.5 km
(trajectories “A,” “B,” “C,” and “D,” respectively; see
Figs. 15 and 16). The differences between the observed
vertical VOI‘tiCity, gobsv and g = go + gslrelching + gtilling
are generally less than 2 X 1073 s™!. The largest dis-
agreement between {,, and { = £, + Lorerching T itting
(~4 X 1073 s7 ") is for the near-ground trajectories en-
tering vorticity maximum number 1 (Fig. 15) and is
perhaps due to inadequately resolved velocity gradients
in that portion of the domain near the surface.

Along the near-ground trajectories entering vorticity
maximum number 1 (trajectories “A” and “B” in Fig.
15), Ltretching 18 the dominant contributor to ¢, not sur-
prisingly, since tilting goes to zero at the ground. For
trajectories entering vorticity maximum number 1 at 1.0
and 1.5 km (trajectories “C” and “D” in Fig. 15), {iiing
assumes progressively larger roles, and in fact is the
dominant contributor to { along trajectory “D.” Curi-
ously, for vorticity maximum number 5, i eiching 1S the
overwhelmingly dominant contributor to ¢ along all
four trajectories. The differences in the vorticity bud-
gets of vorticity maxima 1 and 5 appear to be due to the
fact that larger horizontal vorticity was available for
tilting in the vicinity of vorticity maximum number 1,

which moves along the outflow boundary, where hori-
zontal vorticity was enhanced. These results indicate
that one cannot generalize when it comes to the dy-
namical processes responsible for the amplification of
boundary layer vorticity extrema. Stretching virtually
always will dominate near the surface, but above the
surface the dominant contributors to vertical vorticity
likely vary from case to case, or even from one vorticity
extremum to another, as is observed here.

c¢. Observations of vertical vorticity decay

The processes associated with vorticity decay are ex-
amined for vorticity maximum 3 (refer to Figs. 2 and 3).
Vorticity maximum number 3 weakens rapidly between
2100 and 2112 UTC, during which time the vertical
voricity at 0.1 km decreases from ~0.009 to ~0.003 s~
(Figs. 17 and 18). During the weakening phase, stretch-
ing provides a large negative contribution to the verti-
cal vorticity tendency (Fig. 17), both at 0.1 and 1.5 km.
The negative stretching contribution is a direct result of
the development of a strong downdraft (w < —2ms™ ')
within the vorticity maximum (bottom-left panel of Fig.
17). The downdraft appears to be dynamically driven
by the development of a downward-directed vertical
pressure gradient within the vorticity maximum (Fig.
19), similar to the processes to which Klemp and Ro-
tunno (1983) attributed occlusion downdraft formation
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FI1G. 17. As in Fig. 11, but for vorticity maximum number 3 at 2100 UTC (refer to Fig. 3).

in a supercell thunderstorm simulation. Carbone (1983)
and Brandes (1984b) also observed a similar evolution
within the parent circulations of a tornado, and similar
processes were inferred by Mueller and Carbone (1987)
in their observations of a downdraft within a vortex that
developed along a thunderstorm gust front. This “up-
draft choking” mechanism also has been called the
“vortex-valve effect” (Davies-Jones 1986), whereby the
convergence associated with an updraft intensifies ver-
tical vorticity from the bottom up, leading to an adverse
vertical pressure gradient. When the adverse vertical
pressure gradient owing to the vertical gradient of ro-
tation becomes sufficiently large, the updraft weakens
and may be replaced by a downdraft. The reversal in
the sign of the vertical velocity also is associated with a
change in the sign of the convergence, leading to the
demise of the vorticity.

The case of the rapid weakening of vorticity maxi-
mum number 3 is an extreme example, but the weak-
ening phases of several other vorticity maxima follow

similar evolutions, whereby updraft weakening is asso-
ciated with a downward-directed vertical pressure gra-
dient force [e.g., vorticity maximum number 5 at 2042
UTC (Fig. 2); vorticity maximum 4 at 2118 UTC (Fig.
3)]. Even when there is no obvious suggestion of a ro-
tation-induced, downward-directed vertical pressure
gradient force, the weakening of vorticity maxima still
is associated with negative stretching contributions to
vorticity tendency and weakening updrafts, with the up-
draft weakening probably owing to either thermody-
namical or other dynamical causes not induced by a
vertical gradient of vertical vorticity.

6. Summary and conclusions

This paper has documented the evolution, character-
istics, and dynamics of vertical vorticity extrema ob-
served by mobile Doppler radars in a convective
boundary layer during the 12 June 2002 IHOP deploy-
ment. The observations support the following conclu-
sions:
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F1G. 18. As in Fig. 11, but for vorticity maximum number 3 at 2112 UTC (refer to Fig. 3).

The vertical vorticity field has remarkable time con-
tinuity, such that many vorticity extrema could be
tracked continuously for the entire deployment
spanning nearly 2 h.

The vertical vorticity extrema decrease in amplitude
with height and are tilted by the vertical wind shear.
Periods of vertical vorticity amplification involve the
superpositioning of an updraft; the air parcels com-
prising the vorticity maxima can acquire their vor-
ticity from stretching or tilting, although the contri-
butions can vary significantly from one vorticity
maximum to another, and from one elevation to an-
other, making it difficult to generalize about the dy-
namical processes responsible for the amplification
of vorticity.

The vertical vorticity extrema are associated with
pressure minima; given that the vorticity extrema
weaken with height, vorticity extrema tend to be
associated with a downward-directed vertical pres-
sure gradient force.

5)

6)

7)

Most of the vertical vorticity maxima weaken owing
to weakening convergence; the demise of many
strong vorticity maxima is brought about by the vor-
tex-valve effect.

The interactions among vorticity extrema and be-
tween vertical vorticity extrema and the vertical ve-
locity field are horribly complex; if such interactions
are later shown to be crucial to convection initiation,
it may be difficult to develop general guidelines for
the prediction of convection initiation.

Not all vorticity extrema are associated with a re-
duction in mixing; the degree to which buoyancy
dilution is inhibited, if at all, by rotation within an
updraft depends on subtleties of the vorticity and
velocity fields that vary from one vorticity extre-
mum to another.

We have avoided one obvious question throughout:
What is the origin of vertical vorticity in the boundary
layer? The sequence of wind syntheses reveals that vor-
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F1G. 19. Horizontal cross section of perturbation pressure, p’,
and the vertical perturbation pressure gradient, dp'/dz, at 0.1 km
at 2100 UTC in the vicinity of vorticity maximum number 3 (refer
to Fig. 3). The p’ field is contoured in black at 0.03-mb intervals
and the dp'/9z is contoured in gray (negative contours are dashed)
at 0.04 mb km ™! intervals. Perturbation pressures are with respect
to the average pressure within the 10 X 10 km? domain at 0.1 km.

ticity anomalies can be tracked for long periods of time
(>1 h). Many vorticity anomalies persisted for the en-
tire data collection period, intensifying and weakening
depending on the superpositioning of boundary layer
drafts, to which the vorticity anomalies unavoidably
feed back. Observationally, we cannot find some hypo-
thetical initial time when { = 0 everywhere.

Does surface friction play a role in generating verti-
cal vorticity? How about slow, but nonzero baroclinic
generation of vertical vorticity by horizontal solenoids
possibly associated with thermals? Or horizontal vor-
ticity generation by solenoids in the vertical plane,
which subsequently can be tilted by gradients in the
vertical motion field to produce vertical vorticity (e.g.,
Shapiro and Kanak 2002)? We do not have the data to
address the contribution of surface friction to vertical
vorticity, and it is questionable whether baroclinic ef-
fects could be observed adequately. In situ thermody-
namic observations currently cannot sample thermody-
namic fields with the level of detail to address baro-
clinic vorticity generation by thermals, and buoyancy
fields retrieved from four-dimensional radar data are
unavoidably noisy owing to the fact that they depend
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on an extra (time) derivative of the velocity fields. Fur-
thermore, there is the issue of how vertical vorticity
arises at the surface. Davies-Jones (1982) argued that a
downdraft is necessary for tornado formation in envi-
ronments devoid of preexisting vertical vorticity at the
surface. Are downdrafts in the convective boundary
layer similarly necessary for vertical vorticity to arise at
the surface?

In this case we cannot confidently say whether the
development of the vorticity extrema was influenced by
a shearing instability, in which a corridor of large ver-
tical vorticity (or sheet of infinite vertical vorticity)
along a wind shift line “breaks down” into a linear array
of vorticity patches, with the spacing between vorticity
patches dependent on the width of the initial corridor
of vertical vorticity. This process is essentially a two-
dimensional redistribution of vertical vorticity by way
of horizontal advection. Admittedly, such a process
may be difficult to observe, particularly if the initial
corridor of vertical vorticity along the wind shift is nar-
row and therefore not well resolved. Furthermore, the
process is not likely to be purely two-dimensional, ow-
ing to the presence of horizontal convergence along
most wind shift lines; therefore, in practice, it may be
difficult to attribute the development of vorticity
patches to horizontal advection alone. Nonetheless, in
some cases it seems that the circumstantial evidence
implicates horizontal shearing instability as the cause
for the development of vortices, for example, when the
vortices are arranged along a well-defined wind shift
line, with roughly equal spacing between vorticity cen-
ters (e.g., Mueller and Carbone 1987; Kingsmill 1995;
Richardson et al. 2003). Even in these cases, however,
some amplification of vorticity would likely occur ei-
ther from stretching or tilting. In this 12 June 2002 case,
several prominent vorticity maxima arose along the me-
soscale wind shift associated with the outflow bound-
ary, but their spacing was much more irregular than has
been observed in the studies cited above. Many promi-
nent vorticity maxima also developed away from the
outflow boundary.

It is our hope that this work will stimulate additional
observations of boundary layer vortices. The present
study highlights some of the difficulties that may be
faced in future studies attempting to relate boundary
layer vortices to convection initiation. Some of the vor-
ticity maxima observed herein had relatively large he-
licity and were associated with a suppression of mixing,
while others were not. Furthermore, the dynamics as-
sociated with several of the vorticity maxima were
found to weaken updrafts. In fact, there might be com-
peting effects, as Davies-Jones (1986, p. 224) also noted
in his commentary about thunderstorm updrafts: in-
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creasing helicity might tend to reduce mixing and en-
hance an updraft, but such helicity amplifications might
also be associated with a stronger adverse (downward
directed) dynamic pressure gradient that would sup-
press updrafts. Another issue that might have to be
addressed in the near future is what role, if any, vortic-
ity extrema like those documented herein play in the
formation of more intense geophysical vortices like
dust devils and tornadoes. Vortices arising along hori-
zontal wind shear lines have been found in prior studies
to be “seedlings” for tornadoes in nonsupercell thun-
derstorms (Brady and Szoke 1989; Wakimoto and Wil-
son 1989; Roberts and Wilson 1995), but we cannot rule
out that the ubiquitous boundary layer vorticity ex-
trema documented herein may even have some role in
tornado formation in supercell thunderstorms.
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